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Abstract

Multivariate filters based on the Hodrick-Prescott filter are appealing because they combine the
advantages of the Hodrick-Prescott filter with economic relationships. Recently, a new multi-
variate filter has been put forward by Hirose and Kamada (2003). In this article we apply this
new filter to Swiss data spanning the period from 1981 to 2005. We estimate both potential
output and the associated output gap with quarterly data. Moreover, a model-consistent Phillips
curve for an open economy is derived from simple economic relationships. Based on the esti-
mated Phillips curve, we investigate exchange-rate pass through effects on consumer prices.
We find only a weak transmission of exchange rate fluctuations into consumer prices.
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1. Introduction

Measures of potential output and consequently of the output gap convey important information for both monetary and fiscal policymakers. For monetary authorities this information is of great interest when appraising inflation risks. Potential output is defined as the level of production consistent with long-run price stability. The output gap is the percentage deviation between actual output and potential output. When output is above potential production (positive output gap) resources are used in excess. The economy is overheating and inflation pressure mounting. Hence the central bank should become more restrictive in order to prevent an acceleration in inflation. Equally important is the rate of potential output growth. If potential output growth increases, the economy’s output can develop at a higher rate without overheating, allowing a central bank a more expansive policy than in the past. Moreover output gaps enter as an input into macro models and monetary policy reaction functions like the Taylor rule. Output gaps are also used to compute cyclically adjusted fiscal variables to assess fiscal policy stance.

Measures of potential output and the output gap cannot be observed and need to be estimated by means of statistical/econometric methods. There is no standard way to address this issue. The options range from univariate filters to multivariate filters, and from structural methods like the production function method and structural VARs to survey-based estimates of output gap. In this paper we use a multivariate filter that has been proposed by Hirose and Kamada (2003). It presents interesting features. First, it embeds economic information in the process of determining potential output. Second, it exploits the advantages of the univariate Hodrick-Prescott filter (HP filter). Finally, it allows us to construct confidence intervals to assess the reliability of the estimated series. The Hirose-Kamada filter is akin to the filter of Laxton and Tetlow (1992) since both belong to the family of multivariate filters based on the HP filter.

Using quarterly Swiss data from 1981 Q1 to 2005 Q4, we estimate and compare the results for the output gap across these three filters, i.e. the Hirose-Kamada filter, the HP filter and the Laxton-Tetlow filter. From the mid-1990s onwards, the estimates diverge. In particular, the Hirose-Kamada filter suggests a more marked underutilisation of resources than the other two filters. The Hirose-Kamada filter is also used to assess exchange rate pass-through effects. We find a low pass-through to consumer prices for Switzerland.

The rest of the paper is structured as follows. After briefly reviewing the theoretical properties and discussing the advantages and drawbacks of the HP filter, the Laxton-Tetlow filter and the Hirose-Kamada filter in section 2, we present and compare the results for the output gap in section 3. In section 4, we present estimates of the exchange rate pass-through. The final section offers some conclusions.
2. HP filter-based methods

The HP filter

The HP filter is one of the most widely used approaches for determining the output gap.\(^1\) It is based on the assumption that a given time series, \(y_t\), is decomposed into a trend component \(y^p_t\) and a cyclical component \(y^c_t\):

\[
y_t = y^p_t + y^c_t
\]

The trend component \(y^p_t\) can be obtained by minimising the following programming problem:

\[
\min_{\{y^p_t\}} \left\{ \sum_{t=1}^{T} (y_t - y^p_t)^2 + \lambda_{HP} \sum_{t=1}^{T} ((y^p_t - y^p_{t-1}) - (y^p_{t-1} - y^p_{t-2}))^2 \right\}
\]

The series \(y^p_t\) must satisfy the following conditions: 1) its deviations from the original series \(y_t\) must be as small as possible (\(\min \sum (y_t - y^p_t)^2\)) and, 2) it has to exhibit a smooth path (\(\min \sum ((y^p_t - y^p_{t-1}) - (y^p_{t-1} - y^p_{t-2}))^2\)).

The smoothing parameter \(\lambda_{HP}\) penalises variability in the trend component, since it determines the respective weight given to each of the two summation terms. If \(\lambda_{HP} = 0\), all the weight is on goodness of fit to the original series, so that the estimated trend component, \(y^p_t\), corresponds to the original series. If \(\lambda_{HP} \to \infty\), all the weight is on a high degree of smoothness, so that \(y^p_t\) corresponds to a linear trend. While the results can be quite sensitive to the choice of the smoothing parameter \(\lambda_{HP}\), its value has to be fixed by the authors in a discretionary way. As a rule, \(\lambda_{HP}\) is set equal to the values originally specified by Hodrick and Prescott (1997). These values are 100 for annual, 1600 for quarterly and 14400 for monthly data.

The output gap (in \% of real GDP) is defined as the percentage difference between the real GDP series and the estimated trend component (or potential output), \(y^p_t\). Expressed in logarithms, this reads as follows:

\[
\text{Output gap} = (y_t - y^p_t) \times 100
\]

where \(y_t\) is the logarithm of real GDP. Therefore, the output gap corresponds to the cyclical component \((y^c_t)\) of real GDP multiplied by 100.

The key advantages of the HP filter are its straightforwardness and the good quality of results. However the HP filter has a number of drawbacks.\(^2\) First, the choice of the smoothing parameter for estimates with annual and monthly data, in particular, has been questioned. Second, the filter has a tendency to mistakenly identify a cycle when a time series is difference

---

1 The filter had already been drawn up in a working paper back in 1981, but was only published in Hodrick and Prescott (1997).

stationary. Third, it suffers from an end-point bias. In the case of an infinite sample, as assumed so far, the HP filter is symmetric and no phase shift results. With a finite sample, the filter loses the symmetry when all data points are considered. Under these circumstances, the relevant minimisation problem becomes:

$$\min_{\lambda} \left\{ \sum_{t=1}^{T} (y_t - y_t^p)^2 + \lambda \sum_{t=2}^{T} \left( \Delta y_{t+1}^p - \Delta y_t^p \right)^2 \right\}$$

where $\Delta$ is the first-differences operator.

In the literature, three possible solutions have been suggested in order to come to terms with the end-of-sample problem in finite samples. The first truncates the filter's weights at some given lag (Mills, 2003). The second extends the time series with forecast values (Kaiser and Maravall, 2001). The third takes advantage of the fact that $\lambda_{HP}$ must not be constant for all observations. An example of the latter, which we will refer to later in this paper, can be found in Bruchez (2003).

### The Laxton and Tetlow multivariate filter

In addition to the drawbacks pointed out in the previous section, the HP filter can also be criticised for filtering the GDP series on the basis solely of information contained in the time series itself. Laxton and Tetlow (1992) address this problem by extending the HP filter by two additional restrictions drawn from well-established economic relationships. The first is an expectations-augmented Phillips curve which describes the relationship between inflation, $\pi_t$, expected inflation, $\pi_t^e$, and the output gap. Assuming backward-looking inflation expectations, i.e. $\pi_t^e = a(L)\pi_{t-1}$, the Phillips curve may be written as follows:

$$\pi_t = a(L)\pi_{t-1} + \beta(y_t - y_t^p) + e_t$$

where $a(L)$ indicates a polynomial in the lag operator, $\beta$ is the output-gap coefficient and $e_t$ is the error term.

The second is an Okun’s law relationship which reflects an empirical regularity between the gap on the labour market (defined as the difference between the actual unemployment rate, $U_t$, and its trend, $u_t^p$) and the output gap:

$$U_t - u_t^p = c(L)(U_{t-1} - u_{t-1}^p) + d(L)(y_t - y_t^p) + v_t$$

where $c(L)$ and $d(L)$ are again polynomials in the lag operator and $v_t$ is the error term of the Okun's law relationship.

Incorporating both restrictions into the HP filter, the objective function to be minimised is:

$$a(L)w_t = (a_0 + a_1L + a_2L^2 + \cdots)w_t = a_0w_t + a_1w_{t-1} + a_2w_{t-2} + \cdots$$
\[
\min_{[y_i^p]} \left\{ \sum_{t=1}^{T} \Lambda_{\eta} (y_t^p - y_t^p)^2 + \Lambda_{HP} \sum_{t=2}^{T} (\Delta y_t^p - \Delta y_t^p)^2 + \sum_{t=1}^{T} \Lambda_{v_t} \hat{e}_t^2 + \sum_{t=1}^{T} \Lambda_{v_t^p} \hat{v}_t^2 \right\}
\] (7)

where \( \hat{e}_t^p, \hat{v}_t^p \) represents the residuals from the estimated equations (5) and (6), respectively.

In the Laxton-Tetlow multivariate filter, the series to be determined \( y_t^p \) must satisfy several conditions. On the one hand, it must satisfy the conditions imposed by the HP filter. Therefore \( y_t^p \) must minimise the differences to the original series as well as the differences in the changes of \( y_t^p \) itself. On the other hand, \( y_t^p \) is set so that the sums of squared residuals from the Phillips curve and Okun’s law relationship are minimised, i.e. the fit in the Phillips curve and in Okun’s law relationship must be maximised.

Compared with the HP filter, three additional smoothing parameters \( (\Lambda_{\eta}, \Lambda_{v_t}, \Lambda_{v_t^p}) \), which can vary in time, are considered. The structure of the estimation problem is circular since the determination of potential output depends on the residuals of both the Phillips curve and Okun’s law relationship while, at the same time, the Phillips curve and Okun’s law contain potential output as an argument. The problem can be solved by an iterative procedure. To begin with, potential output is estimated with the HP filter. This first estimation of potential output enters into both the Phillips curve and Okun’s law relationships and the two equations (5) and (6) are estimated by OLS. The residuals from both regressions are used as arguments in (7) and the minimisation problem is solved. The new time series for potential output thus obtained is then used to re-estimate the two economic relationships. Iteration will be repeated until the coefficients of the Phillips curve and of the Okun’s law relationship remain constant.\(^4\) Note that unlike \( y_t^p, u_t^p \) is taken as given and can be obtained by applying the HP filter to \( U_t \).

The key advantage of the Laxton-Tetlow filter is that it takes well-known economic relationships into consideration. Nevertheless it is also vulnerable when examined critically.\(^5\) One tricky point is that the additional smoothing parameters must be set exogenously. Since few empirical values are available, this task turns out to be particularly difficult. Moreover, the results may react sensitively to the specifications of the economic relationships. Finally, adding structural information to the filter does not appear to amend the endpoint bias.

**The Hirose-Kamada multivariate filter**

Like Laxton and Tetlow (1992), Hirose and Kamada (2003) attempt to enrich the HP filter with information obtained from well-known economic relationships. They consider a Phillips curve, as described in the previous section in equation (5), but write the objective function to minimise as follows:


\[
V(a_0, \ldots, a_l, \beta, y_t^p, \ldots, y_T^p) = \sum_{i=1}^{T} \left( \pi_i - a(L)\pi_{i-1} - \beta(y_t - y_t^p) \right)^2 + \lambda \sum_{i=2}^{T-1} (\Delta y_{i+1}^p - \Delta y_i^p)^2 \quad (8)
\]

with \(l+1\) inflation lags included in the Phillips curve.

In this minimisation problem, the first summation term corresponds to an OLS estimation of the Phillips curve for given values of \(y_t\) and \(y_t^p\). The second term imposes – as in the HP filter – a smoothing condition on \(y_t^p\). Therefore the \(k\) coefficients in the Phillips curve and the trend component \(y_t^p\) are set so that the sum of the squared residuals of the Phillips curve is minimised and \(y_t^p\) achieves a smooth path.

Hirose and Kamada (2003) argue that it is inefficient to solve for all \(T+k\) unknowns at once. They suggest an iterative procedure that takes advantage of the properties of the minimisation problem. 1) For a given \(\beta\), minimising \(W \equiv V/\beta^2\) or \(V(.)\) holds the same result. Rewriting \(W\) as:

\[
W(a_0, \ldots, a_l, \beta, y_t^p, \ldots, y_T^p) = \sum_{i=1}^{T} (z_i - y_t^p)^2 + \lambda^* \sum_{i=2}^{T-1} (\Delta y_{i+1}^p - \Delta y_i^p)^2 \quad (9)
\]

with \(z_i \equiv y_i - \frac{(\pi_i - a(L)\pi_{i-1})}{\beta}\) and \(\lambda^* \equiv \lambda/\beta^2\)

we obtain an equation that has the same form as the HP filter defined in (4). Therefore, by fixing the parameters at arbitrary values, \(y_t^p\) may be determined by means of the HP filter. 2) Taking \(y_t^p\) as given, minimising \(V(.)\) with respect to \(a_0, \ldots, a_l\) and \(\beta\) involves only the first term of the loss function. Hence the minimisation problem corresponds to an OLS estimation.

The iterative procedure can be described as follows. In the first step, the HP filter is applied to real GDP, ensuring a first estimation of potential output. This first estimation of potential output is used in the second step to estimate the parameters of the Phillips curve according to (5). In the third step, the time series \(z_t\) is calculated; and in the fourth step, the HP filter is applied to the series \(z_t\) according to (9), giving rise to a new estimation of potential output. The second to fourth steps are repeated until the coefficients of the Phillips curve no longer vary from one iteration to the next.

Although Laxton and Tetlow (1992) and Hirose and Kamada's (2003) estimation procedures are similar, the two filters differ from each other in the way the economic relationships are embedded in the HP filter. In the Hirose-Kamada filter, the economic relationship is directly integrated within the first term of the HP filter. As a consequence, only one economic relationship can be envisaged at a time. In the Laxton-Tetlow filter, the economic relationships are added to the original HP filter. Therefore, the number of economic relationships that can be considered is theoretically unlimited. However note that an exogenous smoothing parameter needs to be set for each economic relationship that is taken into account. Since only a few empirical values are available, the advantage of considering additional economic relationships must be put into perspective.
A further key element developed by Hirose and Kamada (2003) is a procedure for constructing confidence intervals around the estimates of potential output and thus of the output gap. Confidence intervals convey valuable quantitative information on estimation uncertainty and thus raise the confidence placed in the size of the output gap. Interval calculations are based on the bootstrap method and are explained in the Appendix.

3. Swiss output gap estimated with the Hirose-Kamada filter

In this section we estimate potential output and the output gap for Switzerland for the period spanning 1981 Q1 to 2005 Q4. The estimation is based on quarterly real GDP provided by the State Secretariat for Economic Affairs (seco) and CPI data from the Swiss Federal Statistical Office (SFSO). The data have been seasonally adjusted using the Basic Structural model (BSM). CPI inflation is defined as the logarithmic difference in the price level relative to the previous period, \( \pi_t = \log(P_t) - \log(P_{t-1}) \). Chart 1 in Figure 1 illustrates the (logarithm of the) GDP series and Chart 2 the (annualised) inflation series.

Figure 1 Real GDP and CPI inflation

In specifications of the Phillips curve, the question arises as to whether inflation is to be modelled in levels or in first differences. Modelling inflation in levels reflects the assumption of inflation being stationary, whereas a specification in first differences assumes the presence of a unit root in the inflation rate. The assumption that inflation follows an I(1) process implies that shocks have a permanent effect on the future path of the inflation rate, i.e. the effects of a shock never die away. Moreover, it implies that the price index follows an I(2) process.

---

Unit root tests, reported in the Appendix, are in part contradictory. On the whole they suggest that Swiss inflation follows an I(1) process. Both versions of the ADF test reject the null hypothesis of non-stationarity at the 5% level. The KPSS test rejects the null of stationarity in the case where only a constant is included, but supports the stationarity hypothesis when a constant and a trend are included. In contradiction to these test results, the ERS and the four tests proposed by Ng and Perron (2001) do not reject the unit root hypothesis.\(^7\) Attempts to model the Phillips curve with inflation in first differences point to an over-differentiation.\(^8\) For this reason, and given the partially contradictory results of the unit root tests, we conclude that Swiss inflation followed an I(0) process during the period investigated in this paper.

We model inflation expectations by assuming a backward-looking Phillips curve with two lags. By applying this lag specification we seek to minimise the risk that the residuals are autocorrelated. This is important for interpreting statistical tests and building confidence intervals, for the classic bootstrap assumes i.i.d. observations. In new bootstrap studies autocorrelated time series are allowed, but the results are less precise. However since we cannot exclude autocorrelation in spite of the test results, the presented estimation is obtained using the Newey-West HAC procedure and the stationary bootstrap by Politis und Romano (1994). The block length is chosen on the basis of the procedure used by Politis and White (2003).\(^9\)

In order to tone down the problem of poor reliability of estimates at the end of the sample which is produced by the HP filter and the filters based on it, we first applied the method proposed by Bruchez (2003). The estimation results are given in Table 1, the estimated potential output is displayed in Figure 2 and the output gap in Figure 3. A comparison with the results obtained by extending the relevant series using forecast values follows at the end of this section.

\(^7\) Ng and Perron (2001) argue that conventional tests result in an over-rejection of the unit root hypothesis when the residuals display a large negative moving average root. This is the case for most inflation rate series.

\(^8\) Estimation results suggested the inclusion of four lags for the inflation rate in first differences to be appropriate. The sum of coefficients over the four variables resulted in a number greater than one, suggesting that the inflation rate was indeed over-differentiated. Moreover the development path for the output gap did not accord with Swiss experience.

\(^9\) Efron and Tibshirani (1993), among others, provide an introduction to the bootstrap method.
Table 1  Estimation results for the Phillips curve 1981 Q1 – 2005 Q4

Panel A

<table>
<thead>
<tr>
<th>variable</th>
<th>coefficient</th>
<th>t-statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>constant</td>
<td>0.0048</td>
<td>6.3807</td>
</tr>
<tr>
<td>$\pi_{t-1}$</td>
<td>0.2895</td>
<td>2.6704</td>
</tr>
<tr>
<td>$\pi_{t-2}$</td>
<td>-0.1431</td>
<td>-1.2930</td>
</tr>
<tr>
<td>output gap,</td>
<td>0.1250</td>
<td>7.2279</td>
</tr>
<tr>
<td>$\bar{R}^2 = 0.6693$</td>
<td>n = 100</td>
<td></td>
</tr>
</tbody>
</table>

Panel B

<table>
<thead>
<tr>
<th>Breusch-Godfrey LM test</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>lag</td>
<td>2.4738</td>
<td>7.3302</td>
<td>12.4955</td>
<td>16.0357</td>
</tr>
<tr>
<td>n$\bar{R}^2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>critical values</td>
<td>5.9915</td>
<td>9.4877</td>
<td>15.5073</td>
<td>21.0261</td>
</tr>
<tr>
<td>p value</td>
<td>0.2903</td>
<td>0.1194</td>
<td>0.1304</td>
<td>0.1896</td>
</tr>
</tbody>
</table>

Note: HAC t-statistics

As indicated by an $\bar{R}^2$ of 67% (Panel A) the overall fit of the regression is quite satisfactory. The coefficient of the output gap is, as expected, positive and significantly different from zero. A 1% increase in the output gap raises annualised inflation *ceteris paribus* by 0.5%. Only the first lag of the inflation rate is significantly different from zero. The second lag was nonetheless included to minimise the risk of an autocorrelated structure in the residuals. This was tested by applying the Breusch-Godfrey LM test. Test results for different lags, reported in Panel B, suggest no autocorrelation.

Further tests on the residuals indicate that these are normally distributed. The Jarque-Bera (JB) test does not reject the null hypothesis of normality at the 5% confidence level (JB statistic = 0.1054, critical value = 5.9915). The same qualitative information is displayed in the normal plot depicted in Chart 1 of Figure A1 in the Appendix. In this chart the residuals are plotted against the theoretical quantiles. If the residuals are normally distributed they fall in a straight line. Departures from the straight line indicate a skewed distribution, a distribution with fat tails, or the presence of outliers. All in all, the normal plot suggests no significant departure from the assumption of the residuals being normally distributed. Moreover, no significant outliers should be detected. This point is particularly important since the OLS estimator belongs to those estimators with a zero breakdown point. This means that a single outlier can lead to an estimate which can bring about any coefficients and standard errors. In order to verify this

---

10 Since the estimation equation contains lagged endogenous variables, the assumption of strict exogeneity is violated and the Durbin-Watson test biased.
point, Chart 2 of Figure A1 reports the residuals against their related leverage. An observation with a high leverage has a high level of influence on the regression results, i.e. the estimated coefficients depend heavily on the inclusion of this observation. Therefore, outliers with a high level of leverage have to be considered critical, since not only do they indicate departures from normal distribution but they also have considerable influence on the regression results. In Chart 2 of Figure A1 this class of outliers would be located in the proximity of the right upper or right lower corner. As the chart shows, there are no residuals in these two critical regions. From this evidence, we conclude that the estimation results are not significantly biased by outliers.

Figure 2 displays the estimated potential output. Potential annual growth was about 1.9% over the investigated period. Splitting the sample into decades, we note that potential output growth has been on a declining path. After averaging 2.6% in the 1980s, it dropped to 1.7% during the subsequent decade. From 2000 to 2005, potential growth fell once more sharply, to 1.1% on average.

Figure 2  GDP and potential output in Switzerland, 1981 Q1 – 2005 Q4

Figure 3 shows the corresponding output gap together with the 95% confidence intervals. From 1983 to 1988, the Swiss economy exhibited a sustained period of "normal" or equilibrium growth (shaded areas). Towards the end of the 1980s, the output gap grew increasingly positive, suggesting a GDP growth that strongly outpaced its potential. By contrast, from 1990 to 1996, the economy grew below potential. The output gap fell from +6.3% to -3.9%. Apart from a short spell in 2000/2001, during which it was closed, the output gap has been negative since 1994. Inflation has hovered about 0.9% since.
Note: The shaded areas correspond to the periods where the null line is included in the 95% confidence interval. In these cases, the output gap is not statistically different from zero and hence closed. The width of the confidence interval is about 2% on average.

As noted in section 2, one of the drawbacks of the HP filter which is inherited by the Laxton-Tetlow and Hirose-Kamada filters is the end-point bias. From a policymaker’s point of view this is particularly unfortunate, since policy decisions are strongly dependent on current developments and thus on the current output gap estimations at the end of the sample.

This point is analysed in Figure 4. Using the information that was available at the prevailing time, we estimated the output gap by repeating the exercise from 2004 Q1 to 2005 Q4 in two different ways. First, we extended the time series by forecasts obtained by simple ARIMA processes (Chart 2 of Figure 4). Second, we adopted the modification proposed by Bruchez (2003) (Chart 1 of Figure 4). As can be seen in the charts, extending the time series by (ARIMA) forecasts appears to be the more appropriate way to reduce the estimation variability at the end of the sample.
We next compare the output gap estimations with those of the HP filter and the Laxton-Tetlow filter. For estimating the Laxton-Tetlow filter we use hours effectively worked in the Okun’s law relationship, rather than the unemployment rate. As can be deduced from Chart 1 in Figure 5, the unemployment rate is not a good labour market indicator since it remained very low until 1990, irrespective of changing economic conditions. It was only after 1990 that the unemployment rate followed the business cycle. The number of hours effectively worked (Chart 2 of Figure 5), instead, seems to react more strongly to economic conditions.
According to the HP filter and the Laxton-Tetlow filter, potential annual growth averaged 2.1% in the 1980s and 1.2% during the 1990s. By contrast, the Hirose-Kamada filter points to higher growth rates, namely 2.6% in the 1980s and 1.7% in the 1990s. From 2000, the average annual growth rate of potential output is similar across the three filters and amounts to 1.1-1.2%.

The output gaps resulting from the three filters are depicted in Figure 6. A clear difference can be identified, starting in 1995, when the Hirose-Kamada filter clearly shows a larger negative output gap than the other two filters. Such differences may be critical for monetary policy. While both the Laxton-Tetlow filter and the HP filter suggested a more restrictive policy stance, no particular restrictive policy recommendation ensues from the Hirose-Kamada filter.11

Figure 6  A comparison of output gap estimates

--- Hirose-Kamada  Laxton-Tetlow  Hodrick-Prescott

11 For the Laxton-Tetlow filter we set $\lambda_1 = 1$ and $\lambda_2 = 2$. Thus, our results are broadly in line with those reported by the SNB in its Quarterly Bulletin, which are based on a slightly different specification. Furthermore, these weights are very similar to those used by the authors in their original article. As pointed out by Hirose and Kamada (2003, footnote 7, p. 97), setting $\lambda_1 = 1$ and $\lambda_2 = 0$ in the Laxton-Tetlow filter one obtains the Hirose-Kamada filter as a special case. Hence, the difference between the two filters mainly resides in the choice of $\lambda_2$. For instance, by setting $\lambda_1 = 1, \lambda_2 = 30$ and $\lambda_3 = 0$ the output gap estimations of the two filters are very similar (correlation coefficient of 0.99). This result underlines our criticism of the Laxton-Tetlow filter whose major drawback consists in choosing suitable values for the additional smoothing parameters.
4. Exchange rate pass-through

In the previous sections we assumed a Phillips curve in which inflation is only dependent on lagged inflation and the output gap. However, in a small open economy strongly integrated into the world economy, domestic inflation is not least influenced by the exchange rate. The exchange rate affects domestic inflation via two channels. In the first channel, import price changes have a direct effect on inflation. If, for instance, the domestic currency weakens, imported good prices rise. Since the basket forming the CPI contains imported goods, CPI inflation increases straight away. The second channel affects inflation more indirectly by switching consumption from foreign goods to domestic goods. If the domestic currency weakens, worldwide demand for domestic goods may increase relative to the demand for foreign goods, additionally boosting the price of domestic goods.

The percentage change in local prices resulting from a one percent change in the relative exchange rates of the exporting and importing countries is referred to as exchange rate pass-through (ERPT). If a change in the exchange rate is completely (partially) reflected in domestic prices, ERPT is said to be complete (incomplete). In the traditional ERPT literature, microeconomic factors that are exogenous to domestic monetary policy basically determine the pass-through to import prices. More recently, the emphasis has shifted, and researchers are now examining the extent to which import prices are passed through to domestic prices in conjunction with monetary policy. As argued by Taylor (2000), the pass-through to aggregate prices is primarily a function of the persistence of exchange rate and price shocks, both of which tend to be limited in a regime of low inflation and credible monetary policy. This hypothesis has been recently subject to intense theoretical research embedded in a new open-economy macroeconomics framework, in which ERPT is explicitly linked to the inflation environment.

Empirical analysis has put forth three main results. First, a large body of literature covering several countries has documented that movements in the domestic currency are not fully mapped onto a proportional change in import prices. Second, although incomplete, the ERPT to imported goods is higher than the pass-through to consumer prices. Third, the ERPT to both import and consumer prices appears to have been declining over time in many countries, irrespective of large exchange rate depreciations. The decline in the degree of ERPT coincides with the transition to a low-inflation environment in the 1990s.

In Switzerland ERPT has been found to be very weak (cf. McCarthy, 2000; Choudhri and Hakura, 2001; Devereux and Yetman, 2002; Gagnon and Ihrig, 2004). At variance with the general findings, Campa and Goldberg (2005) document that Switzerland has one of the highest

---

12 The traditional definition of ERPT is the percentage change in the local currency price of an imported good resulting from a 1 per cent change in the nominal exchange rate. Nowadays the definition includes other types of prices, such as producer prices and consumer prices.

13 Goldberg and Knetter (1997) provide a comprehensive review of this literature.

elasticities of import prices in a sample of OECD countries. Stulz (2006), too, reports a substantial ERPT to import prices, but only very moderate effects to consumer prices. He also provides evidence of a decreasing ERPT in the 1990s.

We add to the literature on exchange rate movements onto Swiss consumer prices. To this end, we insert the exchange rate into the Phillips curve and estimate the size of ERPT effects jointly with the output gap, using the Hirose-Kamada filter. We start by defining the price index of a country as a geometric weighted average of domestic prices, \( P_D \), and prices of imported goods, \( P_M \):

\[
P_i \equiv P_i^{D(1-\gamma)} P_M^\gamma
\]

where \( \gamma \) is the share of foreign goods in the domestic CPI. The letter \( D \) denotes the domestic goods and \( M \) the imported goods. Inflation can consequently be written as:

\[
\pi_i = (1-\gamma)\pi_i^D + \gamma\pi_i^M = \pi_i^D + \gamma(\pi_i^M - \pi_i^D)
\]

The condition of complete ERPT is equivalent to:

\[
P_i^M = P_i^W S_i \quad (12)
\]

or

\[
\pi_i^M = \pi_i^W + \Delta s_i \quad (13)
\]

where \( P_i^W \) stands for the world price index and thus \( \pi_i^W \) for world inflation; \( S_i \) (\( s_i \)) represents the (logarithmic) exchange rate. Equation (13) indicates that a price increase abroad is reflected (ceteris paribus) in a par for par increase in imported goods.

Next, inserting (13) into (11) we obtain:

\[
\pi_i = \pi_i^D + \gamma(\pi_i^W + \Delta s_i - \pi_i^D) = \pi_i^D + \gamma\Delta q_i
\]

where \( q_i \) captures the real exchange rate.

Then, assuming that domestic inflation follows the process specified in equation (5):

\[
\pi_i^D = a(L)\pi_{i-1}^D + \beta(y_i - y_i^p) + \epsilon_i
\]

we derive from (14)

\[
\pi_i = a(L)\pi_{i-1}^D + \beta(y_i - y_i^p) + \gamma\Delta q_i + \epsilon_i \quad (15)
\]

Finally, by repeatedly inserting the relationship postulated in (14), we arrive at the Phillips curve underlying our ERPT estimations:

\[
\pi_i = a(L)\pi_{i-1} + \beta(y_i - y_i^p) + \gamma(\Delta q_i - a(L)\Delta q_{i-1}) + \epsilon_i \quad (16)
\]

15 The model is discussed in detail in Kara and Nelson (2002).
Equation (16) differs from the basic Phillips curve postulated so far, in that it includes the change in the real exchange rate as an additional exogenous variable. In this equation, the coefficients of the lagged real exchange rate are restricted to be proportional to the corresponding lagged inflation by $-\gamma$. Therefore the lag structure of the real exchange rate must be identical to the one chosen for the inflation rate. The hypothesis of a complete ERPT can be tested with the aid of $\gamma$ which captures the share of foreign goods in the CPI, currently 25%. Thus for the ERPT to be complete, $\gamma$ has to be equal to 0.25.\textsuperscript{16} The real exchange rate is measured by the real export-weighted exchange rate index of the Swiss franc. The estimation results are presented in Table 2.

<table>
<thead>
<tr>
<th>variable</th>
<th>coefficient</th>
<th>$t$-statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>constant</td>
<td>0.0015</td>
<td>3.1140</td>
</tr>
<tr>
<td>$\pi_{t-1}$</td>
<td>$a_0$</td>
<td>0.5866</td>
</tr>
<tr>
<td>$\pi_{t-2}$</td>
<td>$a_1$</td>
<td>0.1302</td>
</tr>
<tr>
<td>output gap, $\beta$</td>
<td></td>
<td>0.0749</td>
</tr>
<tr>
<td>real exchange rate</td>
<td>$\gamma$</td>
<td>-0.0401</td>
</tr>
<tr>
<td>$R^2 = 0.56$</td>
<td></td>
<td>n = 100</td>
</tr>
</tbody>
</table>

HAC $t$-statistics

The coefficient of the real exchange rate is significantly different from zero but small: the pass-through to consumer prices seems to be rather modest. Since Switzerland has enjoyed one of the lowest inflation rates in the world over the last 30 years, our result is thus in line with related empirical work, which finds that countries with lower and/or less volatile CPI inflation also tend to exhibit lower exchange rate pass-through effects.\textsuperscript{17}

\textsuperscript{16} As shown by Bacchetta and van Wincoop (2003), differing pricing strategies on the part of foreign wholesalers and domestic retailers can explain why pass-through to consumer prices may be lower than the share of imports in the consumption basket, even if pass-through to import prices is complete.

5. Conclusions

Various filters have been described for estimating potential output and thus the output gap. In this paper we focused on the multivariate filter evolved by Hirose and Kamada (2003). Being a multivariate filter, it combines the advantages of the univariate HP filter, such as its general applicability, with economic information. Univariate filters, being developed for the determination of the business cycle, are less suitable for estimating potential output and output gap, since they neglect the inflation path. By broadening the HP filter with a Phillips curve, the Hirose-Kamada filter takes explicit account of the information on the inflation rate. It also allows us to build confidence intervals to assess the uncertainty surrounding the estimations. Using Swiss data, we compare the results of the Hirose-Kamada filter with those of the HP filter and those of the multivariate Laxton-Tetlow filter. The results for the 1980s are fairly comparable across the three filters but diverge from the mid-1990s.

Besides lending itself to business cycle analysis, the Hirose-Kamada filter can also be used to estimate exchange rate pass-through effects. In keeping with related empirical analysis, exchange rate swings seem to have had only a moderate effect on consumer prices. This result is relevant in many respects. First, a low pass-through points to a weak expenditure-switching effect following swings in the exchange rate. Second, this evidence may be of interest for the Swiss National Bank’s inflation forecasts, since it suggests that changes in the exchange rates have little effect on the future path of inflation. Third, if exchange rate pass-through rates are endogenous to a country’s relative monetary stability, stable inflation may enhance the power of monetary policy to stabilise the economy.
Appendix

Bootstrap procedure for building confidence intervals

This appendix describes the procedure for building confidence intervals, as proposed by Hirose and Kamada (2003).

1. Estimate Phillips curve and potential output – or the output gap – according to the method described on p. 6 and store the residuals \( \hat{\epsilon}_i \) (\( t = 1, \ldots, T \)). The estimated coefficients and potential output are denoted by \( \hat{a}_0, \ldots, \hat{a}_i, \hat{\beta} \) and \( \hat{y}_t^\rho \).

2. Generate \( t = 1, \ldots, T \) bootstrap errors \( \tilde{\epsilon}_i \) based on the residuals \( \hat{\epsilon}_i \).

3. Generate simulated inflation rates \( \tilde{\pi}_t \) based on \( \hat{\pi}_t \).

4. Repeat the iterative procedure presented on p. 6 based on the new calculated time series \( \tilde{\pi}_t \).

   a. Estimate the Phillips curve \( \tilde{\pi}_t = a(L)\tilde{\pi}_{t-1} + \hat{\beta}(y_t - \hat{y}_t^\rho) + \tilde{\epsilon}_t \) by OLS and denote the new estimated coefficients by \( \hat{a}_0^*, \ldots, \hat{a}_i^*, \hat{\beta}^* \).

   b. Calculate the variable \( \tilde{z}_t = y_t - \frac{\left(\tilde{\pi}_t - \hat{a}(L)\tilde{\pi}_{t-1}\right)}{\hat{\beta}^*} \).

   c. Apply the HP filter to \( \tilde{z}_t \) and obtain the new estimate for potential output \( \tilde{y}_t^\rho^* \).

   d. Return to a. and substitute \( \hat{y}_t^\rho \) with \( \tilde{y}_t^\rho^* \).

   e. Repeat a. to c. as long as the coefficients \( \hat{a}_0^*, \ldots, \hat{a}_i^*, \hat{\beta}^* \) change from one iteration to the next. At the end of the iteration, store the estimate of potential output \( \tilde{y}_t^\rho^* \).

   This time series is a realisation of the bootstrap procedure.

5. Repeat steps 2 to 4 \( n \) times to obtain \( n \) estimations of potential output \( \tilde{y}_t^\rho^* \). Sort all the estimations in ascending/descending order and select those that build the \((\alpha\%, (1-\alpha\%))\) confidence interval.
Data description


Hours effectively worked: Number of hours effectively worked. Source: Swiss National Bank (available upon request).

Real export-weighted exchange rate of the Swiss franc: Index. Source: Swiss National Bank.

Unit Root Tests

Table A1  Unit Root Tests for the inflation series 1981 Q1 – 2005 Q4

<table>
<thead>
<tr>
<th></th>
<th>ADF</th>
<th>KPSS</th>
<th>ERS</th>
<th>Ng-Perron</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MZa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MZt</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MSB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MPT</td>
</tr>
<tr>
<td>Constant</td>
<td>-4.0312</td>
<td>0.6189</td>
<td>21.0691</td>
<td>-1.4071</td>
</tr>
<tr>
<td></td>
<td>(-2.8906)</td>
<td>(0.4630)</td>
<td>(3.1100)</td>
<td>(-8.1000)</td>
</tr>
<tr>
<td>Constant and</td>
<td>-4.8104</td>
<td>0.0697</td>
<td>14.3571</td>
<td>-7.6074</td>
</tr>
<tr>
<td>trend</td>
<td>(-3.4554)</td>
<td>(0.1460)</td>
<td>(5.6400)</td>
<td>(-17.3000)</td>
</tr>
<tr>
<td></td>
<td>0.5096</td>
<td>0.2485</td>
<td>0.1680</td>
<td>5.4800</td>
</tr>
<tr>
<td></td>
<td>14.5905</td>
<td>12.1216</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: ADF: Augmented Dickey-Fuller Test; KPSS: Kwiatkowski-Phillips-Schmidt-Shin Test; ERS: Elliott-Rothenberg-Stock Test; Ng-Perron Tests: MZA, MZt, MSB, MPT: Modified version of the Phillips and Phillips-Perron, Bhargava and Elliott-Rothenberg-Stock tests based on GLS detrending and modified AIC criterium. In brackets the critical values at 5% confidence level.
Residuals distribution

Figure A1  Analysis of residuals

Chart 1  Normal plot

Chart 2  Leverage-residual plot
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