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Abstract

We develop a general equilibrium model of self-fulfilling bank runs in a setting without
aggregate risk. The key novelty is the way in which the banking system’s assets and
liabilities are connected. Banks issue loans to entrepreneurs who sell goods to households,
which in turn pay for the goods by redeeming bank deposits. The return on bank assets
is thus contingent on households being able to withdraw their deposits. In a run, not all
households that wish to consume manage to withdraw, since part of banks’ cash reserves
end up in the hands of households without consumption needs. This lowers revenues of
entrepreneurs, which causes some of them to default on their loans and thereby rationalises
the run in the first place. Interventions that restrict redemptions in a run — such as deposit
freezes — can be self-defeating due to their negative effect on demand in goods markets.
We show how runs may be prevented with combinations of deposit freezes and redemption

penalties as well as with the provision of emergency liquidity by central banks.
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1 Introduction

Systemic bank runs have long been an important topic in macro-financial economic re-
search, and the financial crisis of 2007-2009 has only highlighted their importance further.
However, we believe that the understanding of how systemic runs affect the real economy,
how they may trigger solvency crises, and what this implies for the prevention of runs is
still incomplete. Empirical observations show that systemic bank runs usually occur sim-
ultaneously with downturns in economic activity.! While a recession might increase the
probability of a bank run, we argue that causality may also go the other way: a systemic
bank run leads to a misallocation of liquidity, which hinders economic activity and causes
the downturn. The fact that returns on assets held by banks decrease in the downturn
may then rationalise the run in the first place. Thus, financial crises and recessions may
arise endogenously and reinforce each other.

In this paper, we propose a model that captures this mechanism. The main innovation
of our model relative to other bank run papers is that the return on some of the assets held
by banks is endogenous and varies with aggregate demand. Specifically, banks make loans
to entrepreneurs who sell goods to households, which in turn use bank deposits to purchase
these goods. If a bank run occurs, some households who would like to consume early
(impatient households) are unable to obtain liquid funds from the bank, which reduces
aggregate demand in the goods market. This causes some entrepreneurs to default on
their loans, which rationalises the bank run: patient households who wait do not receive
the payouts they were promised due to the reduced return on bank assets, making it
optimal for them to withdraw early. Importantly, running the bank is rational for patient
households even if banks react to bank runs with (full or partial) deposit freezes. Thus,
linking the return on bank assets to the conditions in the real economy overturns the
result from the literature following Diamond and Dybvig (1983) that full suspension of
convertibility prevents belief-driven runs if there are no fundamental shocks.?3

We show that the banking system is prone to runs due to this mechanism unless the
supply of assets unaffected by the shortfall in aggregate demand (e.g., government bonds)
is high enough. We then show that if banks can use combinations of redemption penalties
and deposit freezes, runs can always be stopped once they are observed, and they may also

be prevented — however, even if banks observe runs immediately, there are cases where no

!See for example Reinhart and Rogoff (2008) or Gorton (1988).
2To the best of our knowledge, only two other papers exist that overturn this result, but for different

reasons. See our literature review for a discussion of these.
3We want to stress here that the basic mechanism in our paper is different from fire sales, even though in

both cases, asset prices fall during a run. With fire sales, the fundamental asset value remains unchanged,
but banks may need to liquidate assets at a loss because of the run. In contrast, in our paper, the run
causes a reduction in the fundamental value of assets. This difference also explains why deposit freezes do

not prevent runs in our paper, while they typically do so in a model of fire sales.



such policy exists that prevents runs. Finally, we study emergency liquidity provided by
a central bank that buys illiquid assets from banks in case of a run. This policy prevents
runs if and only if the central bank purchases the assets at or close to face value. If the
central bank instead buys these assets at a discount, some demand shortfall and thus some
default by entrepreneurs is inevitable, meaning that running the bank is still rational for
patient depositors. In a sense, these results go against Bagehot (1873), who advocated for
central banks that lend to solvent, but illiquid banks at a high rate of interest.* While
doing so seems natural especially when the line between insolvency and illiquidity is blurry,
it turns out that the liquidity problem turns into a solvency problem if and only if the
central bank charges a sufficiently high penalty on its provision of emergency liquidity.

Before we explain the model and our results in more detail, we want to discuss the
empirical relevance of our results and the particular mechanism they hinge on. In our
model, bank runs are situations where depositors demand physical cash from banks, and
if a run occurs, it hinders economic activity in sectors relying on cash transactions. Thus,
our model is of particular relevance to cash-intensive economies, i.e. developing economies
today, or historical episodes in the U.S. and Western European countries. However, we do
believe that our model may also apply to situations where physical cash is not involved,
for example, the run on shadow banks in the financial crisis of 2007-2009 or runs on banks
in small-open economies, such as in Cyprus in 2012-2013. As long as a run hinders access
to liquid assets by agents who would like to consume, our mechanism applies.

While it seems plausible that our mechanism is at play to some extent in many bank
run scenarios, we want to highlight an episode where it may have been particularly im-
portant, namely the deposit freeze in Argentina in 2001-2002.> The deposit freeze was
enacted in late 2001 out of fear of bank runs, and it restricted cash withdrawals from
banks; however, deposits could still be used to make payments. Since the Argentinian
economy was relatively cash-intensive at the time, the restricted access to cash had neg-
ative effects on economic activity and contributed to a sharp drop in GDP. Even with the
deposit freeze in place, pressure on banks did not stop, such that stronger measures were
enacted at the beginning of 2002, including the forced conversion of dollar deposits to
pesos and an exchange rate depreciation. While we do not want to claim that this episode
was purely caused by belief-driven bank runs, it seems likely that the mechanism discussed
in our paper amplified the crisis in Argentina, as it features all the relevant aspects of our

mechanism.

Model summary. Our model builds on Diamond and Dybvig (1983), Lagos and

“Bagehot (1873) is about lending while we study the provision of liquidity through asset purchases.

However, we show that the results are equivalent for collateralised lending.
®See, e.g. Torre et al. (2003) for a detailed account of the episode, including a description of the

disruptive effects the crisis had on the Argentinian payment system.



Wright (2005), and Aruoba et al. (2011). As usual in bank run models, households are
uncertain about their idiosyncratic liquidity demand, and as usual in New Monetarist
models, periods are divided into two subperiods, called DM and CM. If households turn
out to be impatient, they want to consume during the DM, but to do so they need money,
which pays a (weakly) lower return than illiquid assets. Banks insure households against
this liquidity risk by offering an optimal deposit contract in the spirit of Diamond and
Dybvig (1983), where households who withdraw late receive weakly higher payouts. Be-
sides holding money to satisfy withdrawals by impatient households, banks invest some of
the deposits in illiquid assets that cannot be liquidated prematurely, namely government
bonds and loans to entrepreneurs. Goods in the DM are produced by entrepreneurs using
their own labour and capital as inputs, as in Aruoba et al. (2011). Since entrepreneurs
have no funds of their own, they need loans in order to purchase capital.

We proceed by first discussing run-free steady states, and then we study whether the
steady-state equilibria we find are prone to unexpected runs. We show that three steady-
state banking equilibria may exist in this economy: a full liquidity-insurance equilibrium
(FLI) where households are fully insured against liquidity risk; a zero-lower bound equi-
librium (ZLB) where all assets pay the same return as money, such that banks cannot
offer liquidity insurance but capital investment and therefore DM consumption is higher
than in an economy without banks; and a partial liquidity-insurance equilibrium (PLI),
which is an intermediate case. FLI (ZLB) equilibria are more likely to exist if the share
of impatient households and the supply of government bonds is high (low), but all three
equilibria may coexist for some parameter values.

Turning to the analysis of runs, we show that even if banks react to a run with full
or partial deposit freezes, an unexpected bank run is always a Nash equilibrium if the
economy is in a ZLB or PLI equilibrium. If the economy is in an FLI equilibrium, a
run is a Nash equilibrium if the real supply of government bonds is not too large. To
reiterate, running is rational for patient households even with deposit freezes because if
other patient households run the bank, some impatient households end up with less money
than expected in the DM, which leads some entrepreneurs to default and thus lowers the
value of the banks’ assets — the run triggers a solvency crisis, which in turn rationalises
the run. If banks can impose any combination of redemption penalties and deposit freezes
once they observe the run, runs can be prevented if the policy satisfies three criteria:
(i) it must be suboptimal for patient depositors to continue running once the policy is
implemented; (ii) it must be optimal for impatient depositors to withdraw early once the
policy is implemented; (iii) given that the run is stopped once the policy is implemented,
it must be suboptimal for patient depositors to run in the first place. It turns out that for
certain parameters, no such policy exists, even if banks observe the run immediately.

Finally, we study what happens if the government purchases illiquid assets from banks



in case of a run. Note that in our model, banks cannot liquidate illiquid assets early
unless the government is willing to purchase them. Thus, in the absence of government
intervention, banks implement a full deposit freeze by default once they run out of cash.%
This provision of emergency liquidity always stops runs, and prevents them if and only
if the government buys the assets at or close to face value. In this case, banks can con-
tinue paying out the promised amount to impatient depositors, which stabilises aggregate
demand, thereby preventing defaults by entrepreneurs and thus giving patient depositors
no reason to run in the first place. If the government buys these assets at a sufficiently
large discount however, banks will run into a solvency crisis unless they reduce payouts
to impatient depositors. This leads to a shortfall in demand and some default by entre-
preneurs, such that running the bank remains rational for patient depositors ex ante. In
ZLB and PLI equilibria, any discount imposed will lead to defaults and fails to prevent
runs. In FLI equilibria, runs might still be prevented with positive but small discounts.
Importantly, our results on the provision of emergency liquidity are derived under the
assumption that the central bank cannot guarantee that the injected liquidity increases
real purchasing power. This is because it cannot withdraw money from circulation with
lump-sum taxation. In our model, effective stabilisation therefore does not require fiscal

backing for a central bank.

Existing literature. The core of our model is based on Aruoba et al. (2011), who
introduced a setting in which a neoclassical production technology (with capital and labour
as inputs) is used to produce goods sold against fiat money.” The model of Aruoba et al.
(2011) is itself based on the New Monetarist framework (Kiyotaki and Wright (1989),
Lagos and Wright (2005)). Similarly to our paper, Geromichalos and Herrenbrueck (2021)
introduce random liquidity needs into a setting based on Aruoba et al. (2011). Rather
than focusing on the role of banks as we do in the present paper, Geromichalos and
Herrenbrueck (2021) study the role of secondary asset markets (from which we abstract)
in satisfying agents’ liquidity needs.®

Our paper contributes to a literature studying how banks can (or cannot) eliminate
panic equilibria, in particular with regard to the role of deposit freezes. A key result of

Diamond and Dybvig (1983) is that in the absence of aggregate uncertainty, bank runs can

5This is not an assumption, but a result of microfounding the return on illiquid assets. In our model,

nobody holds the cash required to purchase these assets before maturity.
"In New Monetarist terminology, capital is used as an input in DM production. This is in contrast to

e.g. Aruoba and Wright (2003) and Lagos and Rocheteau (2008) where capital is used as a production

input in the frictionless CM but not in the DM.
8In Geromichalos and Herrenbrueck (2021), capital can be sold against cash and thus has ‘indirect’

liquidity value. In our paper, capital investment by firms backs interest-paying demand deposits issued by
banks.



be prevented at no cost if banks fully freeze deposits after a certain number of depositors
have withdrawn.? This suggests that bank runs are only a difficult problem to overcome
in the presence of aggregate uncertainty. Up to this point, two main objections to this
result have been raised in the theoretical literature. First, Engineer (1989) showed that
in a riskfree Diamond-Dybvig setting with more periods, deposit freezes can give rise
to run equilibria where depositors withdraw preemptively out of fear of not being able
to access their deposits when needed. Second, Ennis and Keister (2009) showed that
Diamond and Dybvig’s result hinges crucially on the assumption that banks can commit
to fully freeze deposits even if this severely hurts some of their depositors ex post. With
limited commitment, deposit freezes are much less effective in preventing runs, even in
the absence of aggregate uncertainty.' The present paper adds a third, distinct reason
why deposit freezes may not eliminate panic equilibria in settings without (exogenous)
aggregate uncertainty, even if banks can fully commit to any payout policy. Specifically,
the present paper highlights a general equilibrium effect of freezing deposits: by restricting
access to cash for households that wish to consume, deposit freezes have a negative effect
on aggregate demand, which — through its effect on the return to banks’ assets — can
rationalise the run in the first place.!!

Our paper is related to a broader literature studying self-fulfilling systemic bank panics
in general equilibrium. The previous literature on the topic, starting with the seminal
contribution by Gertler and Kiyotaki (2015), has mostly focused on the case where general
equilibrium effects of bank runs occur through the effect of runs on asset prices.'? In these
models, banks that are hit by runs liquidate assets, which depresses asset prices and has
repercussions on the entire economy and financial system. The present paper does not
feature fire sales but instead focuses on a different type of general equilibrium effect of
bank runs, namely the misallocation of cash caused by runs. Two closely related papers

are Robatto (2019) and Carapella (2015), both of which study general equilibrium effects

91t is well known that full deposit freezes are generally not desirable in the presence of aggregate
uncertainty, i.e. if either the investment technology is risky or liquidity needs of depositors are stochastic.
Wallace (1990) provides a detailed discussion of full and partial deposit freezes for the case with random
liquidity needs and a riskfree investment technology. Matta and Perotti (2021) show that full deposit freezes

are generally not optimal when depositors’ liquidity needs are known but the investment technology is risky.
10Relatedly, even if not explicitly focusing on deposit freezes, Keister and Mitkov (2019) show that it

may be privately optimal for banks to refrain from imposing measures that stop a run if they expect to

receive a government bailout when hit by a run.
"The idea that early withdrawals negatively affect the long-run return on banks’ assets is shared

by Andolfatto and Nosal (2020) and Kashyap et al. (2020), although for very different reasons that in
our paper. In Andolfatto and Nosal (2020), banks’ investment technology exhibits increasing returns to
scale, such that the average return decreases if banks scale down investment as a result of withdrawals. In
Kashyap et al. (2020), early withdrawals negatively affect bank profitability, which in turn reduces bankers’

incentive to monitor loans.
128ee also Liu (2019) and Goldstein et al. (2020) for models of systemic bank panics with fire sales.



of runs that are similar to our paper. In both papers, runs reduce the amount of liquid
assets (cash or deposits) in the hands of those who wish to consume, which has deflationary
effects and thus reduces banks’ net worth. Similar to our paper, the feedback effect from
impaired liquidity provision by banks to asset prices can lead to self-fulfilling (systemic)
run equilibria. Crucially, as both of these papers study endowment economies, they cannot
speak to the mutually reinforcing effects of financial crises and real recessions. They also
do not study whether deposit freezes may stop or prevent runs.

Further, our contribution is part of a literature that studies the role of banks in provid-
ing liquidity insurance — and the fragility of these arrangements — within the New Monet-
arist framework. In our model, banks issue interest-paying demand deposits, which allows
to insure depositors against random liquidity needs in a way that is reminiscent of Berent-
sen et al. (2007) and of Williamson (2012).' As we do in our paper, both Sanches (2018)
and Andolfatto et al. (2020) combine the Lagos-Wright and Diamond-Dybvig frameworks.
In Sanches (2018), a bank run impairs the use of bank deposits as a means of payment in
DM trades. The negative effect on DM activity may persist over and above the period in
which the run takes place due to liquidation losses incurred by banks in the run.'* Andol-
fatto et al. (2020) study a model where banks and markets coexist and examine how the
presence of markets affects banks’ ability to provide liquidity insurance, a topic that is not
the focus of our paper. Gu et al. (2019) highlight the inherent fragility of various aspects
of banking in a wide variety of models, including one where banks act as a provider of a
means of payment in a Lagos-Wright setting.

Finally, our paper is related to a theoretical literature studying the public sector’s role
in providing emergency liquidity in a run. The previous literature on the topic (e.g. Gor-
ton and Huang (2006), Martin (2006), Rochet and Vives (2004), Farhi and Tirole (2020))
has largely focused on the trade-off between preventing inefficient runs on the one hand
and avoiding the creation of moral hazard on the other hand. Compared to these papers,
we highlight banks’ role in providing a means of payment and how this affects the way

in which emergency liquidity needs to be provided in order to eliminate self-fulfilling panics.

Outline. The rest of this paper is structured as follows: Section 2 presents the environ-
ment, Section 3 discusses the planner’s solution, and Section 4 discusses the decentralized
economy without banks. Section 5 introduces banks and discusses the steady-state bank-

ing equilibrium without runs. Section 6 discusses bank runs, Section 7 discusses what the

13In Berentsen et al. (2007), banks intermediate cash between agents with and without consumption
needs. In our model, as in Williamson (2012), banks pool agents’ cash and assets and issue demand

deposits.
!4The persistent negative effects of runs in Sanches (2018) are due to the fact that liquidation losses

incurred in period ¢ affect the deposit contracts banks can offer in period ¢ + 1. Our model abstracts from

such dynamic effects of runs, as the economy reverts to steady state in the period following the run.



banking system can do to stop or prevent runs, and Section 8 discusses how the central

bank may stop or prevent runs. Finally, Section 9 concludes.

2 Environment

The environment is based on Lagos and Wright (2005), Rocheteau and Wright (2005),
and in particular on Aruoba et al. (2011). In Section 5 we add banks in the tradition of
Diamond and Dybvig (1983). Time is discrete, indexed by ¢ = 0,1,2,.., and continues
forever. Each period t is divided into two subperiods, called CM and DM.'® The CM
opens at the beginning of each period, and once it closes, the DM opens and remains open
until the period ends. Both markets are competitive. There are two types of agents in the
economy, a measure one of households and a measure n of entrepreneurs. Households are
infinitely-lived, whereas entrepreneurs of generation ¢ are born at the beginning of the CM
of period ¢ and live until the end of the CM of period t + 1, when they are replaced by a
new generation of entrepreneurs. In the CM, a good x can be produced by households at
linear disutility I, where one unit of [ yields one unit of x. Good x cannot be stored, but
it can be converted into capital k by young entrepreneurs one to one in order to produce

another nonstorable good ¢ in the DM. This good is produced according to

q:f(kvh)a (1)

where k denotes the amount of capital owned by the entrepreneur, h denotes his labour
effort, and f(k, h) satisfies the CRS property. Capital fully depreciates after production.
We assume that fi(k,h) > 0, frx(k,h) < 0, fr(k,h) > 0, fan(k,h) < 0, frp, > 0, and
f(0,h) = f(k,0) = 0. By inverting f(k,h), we can rewrite it as

h = c(q, k), (2)

where ¢(q, k) represents the amount of labour required to produce ¢ units of the con-
sumption good given k. From our assumptions on f(k,h) it follows that c,(¢,k) > 0,
C‘]‘](Qa k) > 07 Ck(q7 k) < 07 Ckk(Qa k) > 07 and qu(Qa k) < 0.

During the DM, a fraction € of households get utility u(q) out of consuming the good
q. We call these agents impatient households. The remaining fraction 1 — 6 get no utility
from consumption during the DM and are called patient households. Each household’s
type during period t is revealed to them at the beginning of the DM of period ¢ and is

private information. The realisation of types is i.i.d. across periods and households. In the

15This terminology follows standard conventions in the literature, whereby each time period is usually
divided into two submarkets, a frictionless CM (which may stand for ‘centralized market’) and a DM

(which may stand for ‘decentralized market’) in which trades need to be settled with fiat money.



CM, all households get utility U(z) from consuming the CM good. The expected lifetime
payoff of households is o
Eo» B {U () — I + Oulq)} - (3)
t=0
U(z) and u(q) are both strictly increasing, concave functions satisfying the Inada condi-
tions. Additionally, we impose u(0) = 0.
Entrepreneurs get linear disutility from working during the DM and linear utility x
from consuming during the CM when they are old. In the interest of symmetry with
households, we assume entrepreneurs also discount the next period by a factor 5. The

utility function of a young entrepreneur at the beginning of the CM is thus given by

Ei {—hs + Briyr}- (4)

As is standard in the literature, we assume that agents are anonymous during the DM,
that there is no record-keeping technology, and that households cannot credibly commit to
any future payments.'® These assumptions rule out unsecured credit, so households need
liquid assets in order to purchase consumption goods from entrepreneurs during the DM.
We assume that the only liquid asset in the sense that entrepreneurs can recognize it and
distinguish it from counterfeited assets is intrinsically worthless fiat money m, which is
issued by the government. Thus, households who want to consume in the DM are subject

to the constraint

Peqe < my, (5)

where p; denotes the price of the DM good in period t. We denote the stock of fiat money
at the beginning of period t as M; and the value of fiat money in terms of good = during

the CM of period t as ¢, i.e. m; units of fiat money buy ¢¢m; units of good x. This

o
P41 °

Since young entrepreneurs do not have resources of their own, they need to borrow

implies that the gross inflation rate is given by 1+ m41 =

from households in order to invest in capital. We denote by ¢; nominal loans extended
by households to entrepreneurs. To purchase k; units of capital in the CM of period ¢,
a young entrepreneur needs to take out a nominal loan of ¢, = k;/¢;. The net nominal
interest rate on loans extended in period ¢ is denoted by ’ng’t+1, that is, an entrepreneur
receiving a nominal loan of £; in the CM of period ¢ is due to repay (1+5g7t+1)£t units of fiat
money in the CM of t + 1. We assume entrepreneurs are able to commit to repayment, in
the sense that they always repay their loans if they have the funds to do so. If their funds
are insufficient to repay the loan in full, they will repay all they have. Notice however that

entrepreneurs cannot be forced to work in the DM.17

16The assumption that entrepreneurs can commit to repayment while households cannot may be mo-

tivated by assuming a record-keeping technology is available in the CM but not during the DM.
'"The amount of cash that entrepreneurs have in the CM when they are old (and with which they can



In addition to issuing fiat money, the government also issues nominal bonds B. A
household holding an amount b of bonds issued in period t receives (1 + ip441)b units of

fiat money in period ¢ + 1. Thus, the government budget constraint is given by
G(By + My) + Ay = ¢p(My—1 + (1 +ip¢) Bi-1), (6)

where A; denote lump-sum taxes (or subsidies if A; < 0) imposed on households in the
CM of period t. We assume that the money supply grows at a constant net rate p, that
the government targets a real debt level B = ¢;B;, and that lump-sum taxes A; adjust

such that the budget constraint holds given these targets.

For future reference, we denote the Fisher rate (i.e. the nominal interest rate that fully

compensates for inflation and discounting) as 1 + 441 = 1+7th+1

3 Planner’s Problem

Before turning to market outcomes, we solve the planner’s problem to determine the op-
timal quantities of CM consumption x, DM consumption ¢, and capital investment k. We
denote by x; and zf the CM consumption levels in period ¢ by households and entrepren-
eurs respectively. Further, we denote by ¢f the amount of DM good produced by each
entrepreneur, whereas ¢; denotes the amount consumed by each (impatient) household.
A planner maximises the expected lifetime utility of households and entrepreneurs, giving

equal weight to all agents:
o0
max Z BHU (1) = by + Ou(qr) +n(—he + 2§)}
{l,ht,qt,2¢,25}52 =0
s.it. 1y =z + nxy + nky
he = c(%e? kt)

Oqr = WIL?

The first constraint says that households’ labour effort in the CM must equal consumption
of the CM good by households and entrepreneurs plus capital investment. The second
constraint is the DM production function, and the third constraint is market clearing
in the DM. Inserting the constraints into the objective function, we can reformulate the

planner’s problem as

> 0
max Zﬁt {U(xt) —nky — xy — nxf + O0u(q) +n [—c(qtn, k) + xf] } ,
t=0

{ze, 2§ ,ke,qe 152

repay the loan) depends on their labour effort in the preceding DM. Notably, entrepreneurs can always
choose not to work at all in the DM, in which case they receive zero revenue and thus will default on their

entire loan.

10



Defining k; = Z—f;tt = Iq“—té as the ratio of capital per DM good produced, we get the following
first-order conditions, with an asterisk (*) denoting the (unique) first-best quantities.!®:19
U'(z*) =1 (7)

w(q") = ¢q (1,57) (8)

1=—c (1,K7). 9)

Condition (7) pins down households’ optimal CM consumption z*. Impatient households’
optimal DM consumption ¢* as well as optimal capital investment £* are determined jointly
by (8) and (9). Condition (8) states that the marginal utility from consuming the DM
good must equal the marginal disutility of labour incurred from producing it. Condition
(9) states that the marginal benefit from increasing the amount of capital used in the
production of the DM good (through reduced hours worked) must equal the disutility of

producing more capital.

4 Equilibrium without Banks

Let us now turn to the allocation resulting in a market economy without banks. In
this and the next section, we will restrict attention to monetary steady-state equilibria,
i.e. equilibria where ¢; > 0 for all ¢ and where all real quantities are constant.?’ In a
monetary steady-state, the Fisher rate equals 141 = HT“’ where p is the constant money
growth rate.

Households. In the CM, households solve?!

max  Ul(zy) — z¢ + Oulq) + [B(1 — 0)di1 — delpiqe + [Bdir1(1 +ip41) — de)ls

t,qt Lt ,bt
+ [Bory1(1 + dp 1) — de)by, (10)

where /; denotes loans made by households to entrepreneurs, 14,41 denotes the effective
nominal interest rate on loans (taking expected defaults into account), and p;q; = my. In

(10), the first two terms capture the utility and opportunity cost from CM consumption,

8Since the first-best quantities are constant, time subscripts are left out. Note also that any amount of
CM consumption by entrepreneurs (z¢) is optimal. This results from the fact that both marginal utility of
CM consumption by entrepreneurs as well as the marginal disutility of producing the CM good are equal

to 1.
19T introducing x, we have made used of the constant-returns-to-scale property of f (k, h), which is
inherited by c(q, k). We thus have ¢(¢%, k) = ¢°c(1, k), cq(q%, k) = cq(1, k), and cx(q°, k) = cx(1, k).
20There is always an equilibrium with ¢; = 0 V¢ in this class of models. In this equilibrium, g =k =0

due to the lack of an accepted means of payment to settle DM transactions.
21The households’ problem is standard for models based on Lagos and Wright (2005), so we keep the

exhibition brief here. For readers interested in the details, we discuss the derivation of the problem in
Appendix A.1.
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respectively; the third term captures the utility from DM consumption in case the house-
holds turns out impatient; and the final three terms capture the portfolio choice regarding
m, £, and b, where in each bracket, the first term captures the utility from bringing the
respective asset to the CM in ¢ + 1 (which only happens if the household turns out to

be patient for m), and the second term in the bracket captures the cost of acquiring the

asset in period t. Defining p; = Bdir1p = 1&?11 as the real price of the DM good, the

first-order conditions to this problem are given by

U'(z) =1 (11)
g = e

u(q) = pe <1 + 9 ) (12)
Lyl = Bg,41 (13)
Ll = Tyl (14)

Note that equations (13) and (14) give the only values of the loan and bond interest rate
that allow for interior solutions. At dps11 < teq1 (ég441 > ti41), demand for loans is zero
(infinity), and the same holds for bonds. However, since the supply of these assets in a
monetary equilibrium is non-zero and finite, the loan and bond markets only clear if the
interest rate on these assets equals the Fisher rate, i.e. if equations (13) and (14) hold.
At these interest rates, households are willing to hold any amount of £ and b.
Entrepreneurs. Entrepreneurs born in the CM of period ¢t choose the loan taken
out when young (£5), capital investment when young (k;), DM labour input (h;) and CM
consumption when old (zf,;). Since entrepreneurs do not get utility from consumption
when young, they will spend their entire loan to invest in capital; choosing a given loan
size thus implies the choice of a given capital stock and vice versa. We first take it as given
that entrepreneurs will repay their loan in full, and then show that this will indeed be the
case in equilibrium. The entrepreneurs’ optimisation problem can then be expressed as:

max —hy + B¢
o {—h¢ + Bxii 1}

st Tig = G [Ptqte —(1+ gz,t-i-l)ff]
ki = ¢uly
hy = (g, kt)
The first constraint represents the entrepreneurs’ budget constraint, saying that CM con-
sumption when old equals the revenue from selling DM good minus the loan repayment.
The second constraint says that the capital stock must be financed with a corresponding

nominal loan. The last condition follows from the DM production function. Inserting the

constraints into the objective function, we can reformulate this problem as

1+ipsi1
max ¢ —clqr, k) — 